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The uncertainty of the Si molar mass measurement is theoretically investigated by means of a two-isotope
model, with particular emphasis to the role of this measurement in the determination of the Avogadro
constant. This model allows an explicit calibration formula to be given and propagation of error analysis
to be made. It also shows that calibration cannot correct for non-linearity.
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. Introduction

The Avogadro constant, NA = 6.02214179(30) × 1023 mol−1

1,2], is the molar number of entities. It expresses the 12C mass
n kilograms according to m(12C) = M(12C)/NA, where M(12C) =
2 g mol−1 is the molar mass, and connects the atomic and macro-
copic scales. A method to derive it from the density �, the molar
ass M, and the unit cell volume V0 of a crystal – namely, in all

xperiments, silicon – was suggested by Bragg in 1913 [3]; it relies
n NA = nM/(�V0), where n is the number of atom per unit cell.
ince the comparisons between the official copies and the interna-
ional prototype of the kilogram show a divergence with time as

arge as 5 × 10−8 kg since their first calibration in 1889, to deter-

ine NA to an accuracy allowing the kilogram definition to be based
n the 12C mass [4–6], the relative uncertainty of the silicon molar
ass measurement must be reduced to at least 2 × 10−8M(Si). With
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this in view, several metrology institutes are participating in an
international research project (International Avogadro Coordina-
tion, IAC) for the determination of NA using a highly enriched 28Si
crystal. Isotope enrichment and crystal production were completed
and a 5 kg crystal with 28Si enrichment higher than 99.99% is now
available for measurements [7].

The isotope amount ratios are measured by gas mass spec-
trometry; the measured quantities being ion-current ratios [8–12].
Only in the ideal case can the measured ratios be identified with
the isotope amount ratios; in practice, conversion factors are
required, which are close to unity and are obtained by measur-
ing synthesized amount ratios embodied in mixtures of enriched Si
isotopes.

By application of concepts suggested by De Bièvre’s [13] and
Friedrich [14], we have investigated the uncertainty of the molar
mass measurement with the aid of a two-isotope model and Math-
ematica [15]. This model allows an explicit calibration formula to

be obtained. In addition, we examine how the molar mass of highly
enriched 28Si could be obtained, in a way similar to isotope dilution,
simultaneously to calibration. The measurement accuracy depends
on the ion-current uncertainty and on how the ion currents relate
to the isotope amount fractions. An important result is the demon-

http://www.sciencedirect.com/science/journal/13873806
http://www.elsevier.com/locate/ijms
mailto:g.mana@inrim.it
mailto:e.mssa@inrim.it
mailto:Staf.Valkiers@ec.europa.eu
mailto:Gerd-Dietmar.Willenberg@ptb.de
dx.doi.org/10.1016/j.ijms.2009.09.005
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Fig. 1. Uncertainty of the ion-current. Squares (blue) indicate the ion-current noise,
bullets (red) the calibration uncertainty of the ammeter electronics. Different feed-
back resistors are used for currents below and above 0.03 nA; typically, 400 G �
and 3 G �, respectively. This explains the discontinuous character of the calibration

which is shown in Fig. 2; the parameter values used are listed in
Table 1. By putting (2), (5) and (8) together, the relative uncertainty

Table 1
Detection limit, u1, and ion-source, u2, contributions to the ion-current
uncertainty used in numerical examples. Values are expressed in rela-
tive units, with respect to the total ion-current, see Eq. (6).
G. Mana et al. / International Journ

tration that by calibration it is impossible to correct offsets in
he ion-current measurements. A strict proportionality between
he isotope amount fractions and the ion currents is essential
o calibration, whatever the composition of the mixture used

ight be.

. Two-isotope model

For the sake of simplicity, let us consider silicon as composed by
wo isotopes only, namely, 28Si and 29Si. Hence, the molar mass is

= M28 + RM29

1 + R
, (1)

here M28 and M29 are the molar masses of 28Si and 29Si and R =
/(1 − x) is the ratio between the isotope amount fractions x29 = x
nd x28 = 1 − x of 29Si and 28Si. By leaving off the M28 and M29
ncertainties, which are irrelevant, the relative uncertainty of the
olar mass is

uM

M
= Cx(1 − x)

uR

R
, (2)

here uR is the R uncertainty and the C coefficient accounts for
ffective mass difference between the Si isotopes. To examine to the
xtend to which this approximation supplies useful information, let
s re-evaluate (2) in the actual three-isotope case. Therefore,

= M28 + R29M29 + R30M30

1 + R29 + R30
, (3)

here the symbols have their usual meaning. Provided the R29
nd R30 uncertainties are equal, at least approximately, the rel-
tive uncertainty of the molar mass is still given by (2), where
= R29 + R30,

≈ �M
√

(1 − R30)2 + (2 + R29)2

M
, (4)

nd �M ≈ 1 g/mol. The C coefficient ranges from 0.08 (when R29 ≈
30 ≈ 0) to 0.11 (when R29 ≈ R30 ≈ 1); in the following, since we
re mostly interested in the natural silicon and enriched 28Si, we
ill use C = 0.08.

The isotope amount ratio is related to the measured r = I29/I28
atio between the ion currents by R = �0r, where �0 is a calibration
actor. Consequently,

uR

R
=

√(u�0

�0

)2
+

(
ur

r

)2
, (5)

here u�0 and ur are the calibration and current-ratio uncertainties.
To complete the analysis of the propagation of uncertainty, we

eed a model to relate the ion currents and isotope amount frac-
ions. The basic model is given in [16]; in the present paper, a
roportional relationship is assumed. To compensate for source
oise and drift, measurements are performed by using a single
araday cup in peak jumping mode. The jumping mode and the
ubsequent data analysis, a demodulation of the data with respect
o the peak indexing, remove any linear drift. In this way a set
f current ratios is obtained, where the dividend and divisor are
s simultaneous as possible. The sample in the expansion vessel
hanges isotopic composition because of the isotope fractionation
rocess in the molecular gas flow from the inlet system to the

on source. Extrapolation of the current ratios to the start time

f the measurement via a non-linear least-squares regression is
hus required. Let the extrapolated values of the ion currents be
roportional to the isotope amount fractions, that is,

n = anxnIT , (6)
uncertainty. The u1 and u2 parameters for the solid (blue) and dashed (red) lines are
given in Table 1 (cases a and b), IT = 1 nA. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of the article.)

where n = 28 and 29, an accounts for fractionation, and IT = I28 +
I29 ≈ 1 nA is the total ion-current, and let

un = (u1 + u2xn)IT (7)

be the equivalent current uncertainty after ratio extrapolation.
The u1,2 contributions were investigated experimentally. In a

first test, performed by the IRMM, the ion-current noise was con-
sidered; the ratios – expected to be one by definition – obtained
from typical sequences (100 data, with 8 s integration time) of the
same current were extrapolated to the time zero and the equivalent
current uncertainties were estimated backward. In a second test,
performed by the Physikalish-Technische Bundesanstalt, it was
investigated the calibration uncertainty of the detection electron-
ics, a feedback ammeter with a transimpedance amplifier which
converts the input current into a voltage [17]. Results are shown in
Fig. 1. In the low current regime, the limiting factor is the amme-
ter calibration; in the high current one, it is the ion-source noise. It
must be noted that this analysis does not consider the residual con-
tributions of systematic effects after they have been identified and
corrected for—for instance, background signal, cross talk between
ion currents, non-linearity. These uncertainty contributions must
be included in the u1 term and will be further discussed in Section
4.

The relative uncertainty of the current-ratio is

ur

r
=

√[
u1 + u2(1 − x)

1 − x

]2

+
[

u1 + u2x

x

]2
, (8)
Case u1 u2

a 4 × 10−8 0.8 × 10−4

b 1 × 10−7 3.2 × 10−6

c 8 × 10−7 2.0 × 10−4

d 2 × 10−7 1.0 × 10−4
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Fig. 2. Uncertainty of the ion-current ratio. The u1 and u2 parameters for the upper
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blue) and lower (red) lines are given in Table 1 (cases c and d). Since r and 1/r share
he same relative uncertainty, the plot is symmetric with respect to the x/(1 − x) = 1
xis. (For interpretation of the references to color in this figure legend, the reader is
eferred to the web version of the article.)

f the molar mass is

uM

M
= 0.08x(1 − x)√(u�0

�0

)2
+

[
u1 + u2(1 − x)

1 − x

]2

+
[

u1 + u2x

x

]2
,

(9)

here no implicit dependence on x remains. Fig. 3 (black line) evi-
ences that, owing to the x(1 − x) factor, the higher the enrichment,
he smaller the calibration contribution u�0 /�0 to the molar mass
ncertainty. However, as shown by (8), ur/r is inversely propor-
ional to the same factor; therefore, systematic effects and current
etection-limit (summarized by the u1 contribution to the current
ncertainty) set a bound to the uncertainty (dashed lines). Since
he calibration uncertainty is independent of the sample isotopic
omposition,

im
→0

uM

M
= 0.08u1, (10)

hich is the basic equation to anticipate the uncertainty of molar

ass measurements of enriched 28Si. As shown in Fig. 2, ur/r is
inimum when R = 1, but, in (2), this minimum values is amplified

y the x(1 − x) term; the trade-off result depends on the ion-current
ncertainty model.

ig. 3. Molar-mass uncertainty. The u1 and u2 parameters for the upper (blue) and
ower (red) lines are given in Table 1 (cases c and d), u�0 /�0 = 10−4. Dashed lines
re the 0.08u1 limits when x → 0. Since R and 1/R share the same relative uncer-
ainty, the plot is symmetric with respect the x/(1 − x) = 1 axis; the black line is the
.08x(1 − x)u�0 /�0 limit uncertainty when u1 = u2 = 0. (For interpretation of the
eferences to color in this figure legend, the reader is referred to the web version of
he article.)
ass Spectrometry 289 (2010) 6–10

3. Calibration

Calibration is similar to the isotope dilution technique and con-
sists in blending a Si sample with a spike, a weighed amount of Si
having a different isotopic composition, and in measuring the iso-
tope amount ratios in sample, spike, and mixture. Let us indicate
the parent materials by A and B and the synthetic mixture by S;
that is, with a misuse of language, nA A+ nB B → nS S. If the mass
fractions of the sample and the spike are 1 − w and w, their amount
fractions are 1 − ˛ and

˛ = nB

nS
= w/MB

(1 − w)/MA + w/MB
, (11)

where MA and MB are the sample and spike molar masses. Conse-
quently, the fraction of 29Si in the mixture is

xS = (1 − ˛)xA + ˛xB. (12)

The calibration factor is found by solving

�0rA = xA

1 − xA
, (13a)

�0rB = xB

1 − xB
, (13b)

�0rS = (1 − ˛)xA + ˛xB

1 − (1 − ˛)xA − ˛xB
(13c)

By elimination of xA and xB from (13c) and remembering (11)
and MA,B = (1 − xA,B)M28 + xA,BM29, we obtain

�0 = M28

M29

w(rA − rB) + rS − rA

w(rB − rA)rS + (rA − rS)rB
. (14)

In the limit when xA → 0 and xB → 1 (or vice versa), this formula
simplifies to �0 ≈ RS/rS , which is the basis of recursive determina-
tions of the calibration factor.

The calibration uncertainty is calculated by observing that the
�0 variance is u2

�0
= JT CJ, where J is the Jacobian of �0(rA, rB, rS),

C =
[

u2
r (xA) 0 0

0 u2
r (xB) 0

0 0 u2
r (xS)

]
, (15)

and u2
r (x) is given by (8). As expected from �0 ≈ RS/rS , Fig. 4 shows
that u�0 /�0 is always greater than urS /rS , the excess arising from
the RS uncertainty. When xS approaches xA or xB, u�0 diverges; in
these cases, the calibration equations are no longer independent.
These limits correspond to ˛ = 0 and ˛ = 1, where rS replicates
(13a) or (13b) and �0 is indeterminate. When xS , which is in the

Fig. 4. Ion-current contribution to calibration uncertainty. The u1 and u2 parameters
are given in Table 1 (entry d) and xA = 0.008%; blue, red, and green lines correspond
to xB = 99%, 90%, and 70%. The black line is the uncertainty of the ion-current ratio.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of the article.)
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Fig. 5. Weighing contribution to the calibration uncertainty. The balance resolution
is 10 �g, the mixture mass is 1 g. The red line corresponds to both the parent mate-
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above apparent changes of the parent-material compositions. This
explains the residual small correction to �0 in (22).

The calibration and molar mass errors, |��/�0| = |�0(x)/�0 − 1|
and |�M/M| = 0.08x(1 − x)|��/�0|, are shown in Figs. 7 and 8; if
the isotope amount ratio is x/(1 − x) = c29/c28 then �(x) = �0 no
ials enriched up to 95%, the blue one to xA = 0% and xB = 50%. The black line is the
imit uncertainty when both the parent materials are pure isotopes. (For interpre-
ation of the references to color in this figure legend, the reader is referred to the
eb version of the article.)

A < xS < xB range, is midway between xA and xB, the calibration
ncertainty approaches urS /rS . With highly enriched parent mate-
ials, the minimum uncertainty,

u�0

�0
≈ lim

xS→0.5

urS

rS
= 2

√
2
(

u1 + u2

2

)
, (16)

s achieved when xS = 0.5, that is, when the mixture is a 1:1 blend.
The weighing contribution to u�0 is shown in Fig. 5. The

ropagation-of-uncertainty analysis has been carried out on the
asis of (14), by taking account that

= m29

(m28 + m29)
(17)

nd

w =
√

1 + 2w(w − 1)
um

mT
, (18)

here mn is the nSi mass in the mixture, mT = m28 + m29 = 1
is the total mass, and um = 10 �g is the balance resolution.

igs. 4 and 5 indicate that the optimal blend is a 1:1 mixture.
The sample molar mass, as well those of the spike and mixture,

an be obtained simultaneously to calibration. In fact, by using (14)
n (13a),

A = M28

M29

[w(rA − rB) + rS − rA]rA

w(rB − rA)rS + (rA − rS)rB
(19)

s obtained and similar equations hold for RB and RS . This equa-
ion is significant for the determination of molar mass by isotope
ilution; the relevant uncertainty analysis is shown in Fig. 6. The
gure evidences also that, in order to approach the lower bound of
he measurement uncertainty, it is essential to calibrate the mass
pectrometer with a mixture of highly enriched Si isotopes.

. Calibration non-linearity

The previous analysis assumes perfect proportionality between
he ion currents and isotope amount fractions, but, when absolute

olar mass measurements are carried out at the 10−8M uncertainty
evel, any phenomenon modifying this proportionality makes R =
(x)r non-linear because the calibration factor depends on the to

sotopic composition. An important case study is when

= (a x + b ) I = a (x + c ) I , (20)
n n n n T n n n T

here the bn symbol, with n = 28 and 29, has an obvious mean-
ng and cn is the corresponding, apparent or actual, variation of
he isotope fraction. This model describes contamination by natu-
al silicon, isobar currents, zero offsets of the ammeter electronics,
ass Spectrometry 289 (2010) 6–10 9

current leakages, and background currents not fully eliminated or
compensated. Though the ion currents are still linear functions of
xn, the calibration factor,

�(x) = �0x(1 − x + c28)
(1 − x)(x + c29)

, (21)

depends now on the isotopic composition. By comparing (20) with
(6) and (7), we see that, in order to neglect non-linearities, cn must
not exceed 2 × 10−7. Therefore, it would be very useful to identify
non-linearities by calibration.

The basic idea, given a sample T with a29Si fraction equal to
xT , is to estimate �(xT ) by calibration with a mixture having the
same29Si fraction. In (13a)–(13c), �(x) should be evaluated for dif-
ferent x values, namely, xA, xB, and xS , but, instead, a constant value
is used. What is the value of �0 when it is calculated according to
(14)? If xS = xT , is �0 ≈ �(xT )? To answer these questions we must
write (14) in terms of the ion currents and, in turn, in terms of xA

and xB by means of (6), (11), and (12). If the ion currents are pro-
portional to xn as expressed by (6), we obtain the trivial identity
�0 = a28/a29, as expected.

Contrary, if we use (20) for (6), we obtain

� ≈ �0 − 0.035(c28 + c29), (22)

where cn = bn/IT and only the first order correction has been
retained. Therefore, the calculated calibration factor is still inde-
pendent of the mixture composition and depends very weakly on
the current offsets. In particular, it is different from �(xT ) and this
naive way to correct for the bn term in (20) fails.

To understand why, let us first consider the contamination by
natural Si. Since to calibrate the spectrometer according to (14)
it is not necessary to know the isotopic compositions of the par-
ent materials A and B, nor �0 depends on them, it does not matter
if these materials get contaminated. Obviously, the molar masses
obtained by application of (19) and (1) are those of the contami-
nated materials, but, as long as we are interested in �0 only, this is
not significant. Next, we observe that, as mathematically expressed
by (6), any offset is equivalent to a contamination, to the extent
that the observation of the offset alone is not sufficient to discrimi-
nate among its origins. However, in the case of a current offset, the
mixture composition (12) does not change consistently with the
Fig. 6. Uncertainty of molar mass measurements. Weighing uncertainty has been
neglected and the u1 and u2 parameters are given in Table 1 (entry d). The red and
blue lines correspond to xA = 0.008% and xB = 90% and 20%, respectively; the green
line corresponds to xA = 0.2% and xB = 90%. The dashed line is the 0.08u1 lower
bound. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of the article.)
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Fig. 7. Calibration error. Solid (red) line is 1 part per million contamination by natSi
(c28 = 8 × 10−8 and c29 = 92 × 10−8), dashed (black) line is background (c28 = c29 =
2 × 10−7). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of the article.)
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ig. 8. Molar mass error. Solid (red) line is 1 part per million contamination by natSi
c28 = 8 × 10−8 and c29 = 92 × 10−8), dashed (black) line is background (c28 = c29 =
× 10−7). (For interpretation of the references to color in this figure legend, the

eader is referred to the web version of the article.)

rror occurs. The reason is that the c29/c28 value is the isotope
mount ratio of the equivalent contamination and, if the material
o be measured has the same composition, obviously, no con-
amination actually occurs. For instance, if c28 = c29 the isotope
mount ratio of the equivalent contamination is one, as shown in
igs. 7 and 8.

. Conclusions
When testing theoretical concepts and technical capabilities,
orrect uncertainty assignments – neither too small nor too large –
re essentials. The present analysis supplies a mathematical back-
round for the assessment of the contribution of the Si molar mass
easurement to the uncertainty of the NA determination. This

[

[

[

ass Spectrometry 289 (2010) 6–10

analysis is also a tool for optimal design of measurements and cal-
ibration. Results suggest that good calibration requires mixtures
approaching the 1:1 ratio of the relevant isotopes and that, pro-
vided enough material is available to make negligible the weighing
errors, the calibration uncertainty is limited only by the uncertainty
of the ion-current measurement.

Since silicon is not a mono-isotopic element, the molar mass
of 28Si (the most abundant isotope) requires correction for the
minority isotopes; the higher the enrichment is, the smaller
the correction will be and, consequently, the uncertainty. How-
ever, the detection limit of current measurements and systematic
effects fix a lower bound to the uncertainty, no matter what the
enrichment could be. Ion currents have a central role; in order
to achieve the targeted 2 × 10−8M uncertainty, their measure-
ment uncertainty must be reduced to 2 × 10−7IT , where IT is the
total ion-current. Additionally, the uncertainty model of the ion
currents and the model parameters must be carefully investi-
gated and put through experimental tests. Future investigations
also aim at extending results to the actual case of three iso-
topes.
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